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Study of Environmental Influences on Phase Fluctuations and Their
Effect on Synthetic Aperture Sonars (SAS)

Edward J. Yoerger
Naval Oceanographic Office, Stennis Space Center, MS 39529

Timothy H. Ruppel, and Steve Stanic
Naval Research Labora(ory, Stennis Space Center, MS 39529

Abstract

An acoustic propagation experiment designed to investigate how Synthetic Aperture So-
nar (SAS) is affected by the underwater envi;onment was conducted off the eastern U.S.
coastline near Martha’s Vineyard in August 1996. This report describes the effect of this
shallow-water underwater environment on the phase of propagating acoustic signals. This
experiment ma&e measurements of acoustic ping-to-ping phase fluctuations at a fre-
quency of 20 kHz. These fluctuations were measured using a submersible tow-body on
which were mounted two acoustic arrays that received pulses transmitted once a second
from sources that were mounted on two stationary, spatially separated towers. The phase
fluctuations are calculated after correcting for any phase errors induced by the motion of
the tow-body. The results showed that the use of SAS techniques in this environment
would be, at best, marginal at 20 kHz. The measured phase fluctuations led, in some

cases, to theoretically calculated SAS beam patterns that where nearly omnidirectional.
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I. Introduction

In Synthetic Aperture Sonar (SAS) operations, a moving receiver senses acoustic signals
scattered from an ensonified target. Usually, the source of ensonification is the moving receiver
platform itself and the target is repeatedly ensonified at constant time intervals. The spatial posi-
tions along the receiver flight path constitute the synthetic aperture array and precise measure-
ments of these receiver positions are crucial for optimal SAS performance.

The flight path of the receiver, which forms the synthetic aperture, is usually not linear. For
SAS, all that is required is that the receiving positions along the receiver track are well known.
However, casting the SAS processing problem for a general flight path into that for a spatially
linear flight path, as will be done herein, allows the use of widely known and well understood
results from conventional beamforming using linear arrays.

When plane waves strike a linear array in a medium with a constant sound speed profile, the
phase difference of the acoustic signal between elements of the array is also constant. The re-
sulting beam pattern for such an unshaded, unsteered array is the absolute value of a sinc func-

tion (|sin 6/ 9[) If the same array is placed in a medium with a sound speed profile that vaires in

range and depth, the resulting beam pattern will deviate from the case of constant sound speed.
The resulting SAS effect is a loss of array performance due to ping-to-ping fluctuations in the
water column.

Near Martha’s Vineyard, off the eastern U.S. coastline, an acoustic propagation experi-
ment was performed in the summer of 1996 that investigated how the underwater environment
could affect the performance of SAS. Sources mounted on spatially separated towers transmitted
short (1 ms) acoustic pulses at 1-second intervals. The signals were received by two side-looking

arrays mounted on a tow-body traversing an approximately linear underwater flight path. In this
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paper, the phases of the received signals are analyzed in order to obtain the ping-to-ping phase
fluctuations after compensation for tow-body motion. In addition to phase fluctuation results, this
paper will present a comparison of the expected SAS beam pattern for an ideal case with no
acoustic signal ping-to-ping fluctuations, and a case where the ping-to-ping fluctuations are
based on measured values.

In Section II the experimental configurations and organization of the data collection ef-
fort are reported. Section III contains a description of the types. of data collected, the instrumen-
tation used, and the measurements made. The methodology used in the data analysis is discussed
in Section IV. Section V describes theoretical calculations of the effect of phase variance and
correlation length on the SAS beam power output. Section VI applies the results from of Section

V to the data. Finally, Section VII gives the conclusions derived from the analysis.
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. Experiment Description

The experiment was performed during August 23-26, 1996, in approximately 50 m of
water depth off the coast of Martha’s Vineyard. The experimental configuration consisted of
sources mounted on two stationary towers and a tow-body equipped with two side-looking re-
ceiver arrays. The source towers were 13 m high and were positioned approximately 800 m
apart. The transducers mounted at the top of each tower simultaneously transmitted 1 ms, 20 kHz
acoustic pings at 1-second intervals. The receiver arrays were towed from a ship at a depth of
20 m along paths parallel to an imaginary line connecting the towers at ranges of 50-400 m. The
length of a path was limited to about 800 m. The experimental configuration is shown in Figure
1. The data collected for each range (track) constituted a single experimental run. Tow-body
navigation, motion and attitude were also measured. The sea was calm throughout the experi-

ment with swells less than 1 m and swell periods of 5 to 10 sec.

Tower B

Omnidirectional
Acoustic Sources

Figure 1: = A schematic plan view of the experimental configuration.
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The experimental runs are listed in Table 1. This table shows the run number, date, and
estimated distance of the track from the towers for each run where both acoustic and tow-body
position data were acquired. Each run consists of two channels of data corresponding to the two
receiver arrays on the tow-body. Not all of the recorded data in the runs listed in Table I was
suitable for analysis, since some runs were conducted for engineering and test purposes. Sec-
tion IV below includes more information about the criteria for determining which runs were ap-

propriate for analysis.

Run Number Date Estimated Distance
1 8/23/96 50 m
2 8/23/96 100 m
3 8/23/96 150 m
6 8/25/96 300 m
8 8/25/96 400 m
10 8/26/96 50 m
11 8/26/96 100 m
13 8/26/96 150 m
14 8/26/96 200 m
15 8/26/96 100 m
16 8/26/96 200 m

Table I: Summary of experimental runs. Run numbers where acoustic or tow-
body position data were not acquired have been omitted.

lll. Data Collection
This section will discuss the acoustic, navigation, velocity, acceleration, and attitude data
collected, as well as the means by which they were recorded. Example plots for each kind of data
will be given from run 11, receiver array (channel) 1, and the tower designated A.
The acoustic data consist of a series of 1 ms long pulses transmitted from each of the source
towers. The receiver arrays are phased-beam “doily” arrays developed by ARL/PSU, which can
produce steered beams without conventional beamforming electronics. However, they were used

in the normal phased-array manner with a 40° downward-looking beam. These downward-look-
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ing array beams greatly limited the useful range over which acoustic data could be collected. The
received acoustic signals were quadrature-sampled at 80 kHz for all runs except for runs 1-3, in
which the data were base-banded to 10 kHz and sampled at 40 kHz. An example of a received

acoustic pulse is shown in Figure 2 below.
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=
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-400¢

-600¢
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Figure 2: The received acoustic pulse from channel 1 (the first array) at the clos-
est point of approach to the tower A for run 11.

Although the signal shown in Figure 2 has a very high signal-to-noise ratio (SNR), the
received signal usually degrades rapidly due to the received beam pattern. However, using cor-
relation techniques, as many as 100 pings of acoustic data was used on either side of the CPA.
Figure 3 below gives a summary of the data for channel 1 during run 11. The upper graph shows
the maximum acoustic amplitude for each ping received. This shows two peaks when the re-
ceiver array passed each tower. The lower graph shows the number of samples after the start of
the received data record (a fixed time after the source pulse occurs) where these maxima were

observed, and shows two parabola with minima at the points of closest approach to each tower.
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Appendix A contains similar plots for all runs and channels, together with portions of the runs

magnified for easier inspection.
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Ping Number
Figure 3: A summary of the acoustic data for run 11, channel 1. Plotted are

maximum acoustic amplitude (top) and arrival time sample (bottom)
vs. ping number for the entire run.

Tow-body velocity data were collected using an EDO Corporation, Model 3050, Doppler
Velocity Log (DVL), which records Doppler velocity measurements relative to either the water
mass or the ocean bottom at 1 sec intervals. The velocity measurements for this analysis were
made with respect to the flat ocean bottom. The DVL was mounted on the tow-body so that
measurements of the forward tow-body speed were defined to be the +X-direction and the
starboard sideways speed was defined as the +Y-direction of a body-fixed coordinate system.
The vertical (Z-direction) motion of the tow body was not measured and will be taken as zero.
An example of these data is shown in Figure 4 below for run 11. For most of the run, the X-
velocity is approximately 1 m/s and the Y-velocity is approximately 0.2 m/s. The large
anomalies shown between 500 and 700 seconds are due to navigational maneuvers of the tow

ship. These anomalies are also evident in other recorded motion data such as the acceleration and

rotational measurements shown in Figure 5.
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Figure 4: Velocity measurements relative to the flat bottom for run 11. Positive X
and Y are forward and starboard, respectively. No Z velocity meas-
urements were made.
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Figure 5: Angular rotation rate measurements for run 11.
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Figure 6: Linear acceleration for run 11 along the X-, Y-, and Z-axes.

Tow-body acceleration was measured using a Systron Donner Motion Pak sensor, Model
No. MP-GCCCQVVV-100, which provides two types of measurements sampled at 10 Hz. The
first (see Figure 5 above) is the angular rate of rotation about the 3 axes of an orthogonal,
rectangular coordinate system fixed in the body (forward, starboard,and up corresponding to
positive X, Y, and Z, respectively). The second (see Figure 6 above) is the linear acceleration of
the tow-body along the same 3 axes. The constant 1-g acceleration bias in the Z-direction is due

to gravity.
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Attitude measurements were also made using an Electronic Compass Module,
Model TCM2, made by Precision Navigation. This device provides measurements of the
heading, pitch, and roll, sampled at 10 Hz. An example of these data for run 11 is shown in

Figure 7.

Heading (deg)

] | l | |
100 200 300 400 500 600 700 800 900 1000

Time (sec)

L

Figure 7: Attitude sensor measurements for run 11.

Since NRL'’s towed vehicle has a very large mass inertia, the spatial path of the receiver ar-
rays may be assumed linear over short distances, or, equivalently, short time intervals. The ve-
locity (Figure 4), angular rotation rate (Figure 5), linear acceleration (Figure 6) and attitude (Fig-
ure 7) measurements discussed bear this out, since they show only small changes between pings

(i.e., 1 second intervals).
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Iv. Acoustical Data Analysis

In this section, the method for determining phase fluctuations will be discussed. Run 11,
channel 1, tower A will again be used for illustration. The results of analysis for all runs will be
discussed more fully in Section VI.

Phase adjustments are applied to the tow-body flight path to achieve an equivalent, spatially
linear track. This procedure involves adjusting the arrival time of each received acoustic signal
along the flight path until they are those of the linear track. Beamform processing over the re-
sulting linear aperture can then be compared to results for the same aperture in a constant veloc-
ity medium. The difference in the resulting beam patterns is representative of the effect of envi-
ronmental fluctuations present in the water column.

As discussed in Section III above, the tow-body flight path may be considered approximately
linear between ping arrivals. If the path is linear and the velocity constant, then arrival time is a
quadratic function of ping number. In this case, a best-fit parabolic path over a small number of
contiguous arrival times corresponds to a linear best-fit curve through the receiver positions for
those arrivals. Therefore, the deviations of the received acoustic signals from the best-fit para-
bolic path (i.e., the linear spatial flight path) is a measure of the ping-to-ping variation induced
by the environment.

There are rather stringent accuracy requirements on the determined receiver positions. The
accuracy required is inversely proportional to the acoustic frequency. For example, a 20 kHz sig-
nal in a medium with a nominal phase velocity of 1490 m/s will have a wavelength of about 7.5
cm. If phase variations on the order of 10° are to be detected, the receiver position must be de-
termined to within 0.21 cm. Although no direct measurements of the tow-body location along its

flight path were made, the required accuracy is obtained through temporal means. The received
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acoustic signals were sampled at 80 kHz and recorded on optical disks. The oscillator providing
the sampling rate is highly stable to an accuracy of 0.0005% of the sampling frequency, a timing
accuracy of 6.25 x 10™"' seconds. The arrival time for each ping is accurately and consistently
identified by tracking the maximum of the correlation function between the envelope function of
a synthesized version of the transmitted waveform (the actual transmitted signal was not meas-
ured) and the envelope function of the received waveform. (Leading-edge and trailing-edge
waveform detection were impractical due to, at times, low SNR.) FFT interpolation is used to
improve interpolation accuracy results beyond the resolution of the sampled data, achieving a
time resolution of 0.4 ps or 2.8° of phase. Further, if the correlation coefficient between the en-

velopes of the two waveforms is less than 0.7, the data is deemed unacceptable for processing.

0.13 T T T T T T

012+ S

<
—
—
T

1

Arrival Time (sec)
o
=
T
1

0.09 7

0.08 1 1 1 L L ! 1
160 180 200 220 240 260 280 300 320

Ping Number

Figure 8: Arrival time vs. ping number (1 ping per second) for run 11. Each point
corresponds to an arrival time calculation. Missing points indicate data
deemed not acceptable for processing.

An example of the results of this technique is shown in Figure 8, with the acoustic arrival

time plotted as a function of ping number. Each point on the graph in this figure represents an
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arrival of an acoustical signal. Gaps correspond to arrivals whose correlation coefficient with the
source waveform was below 0.7.

Fitting of a small set of arrival times (e.g. 6 points) to a quadratic polynomial (corresponding
to a linear spatial track) is done contiguously along the track. The temporal fluctuations from the
average fitted-track are then calculated by subtracting the acoustic arrival time from the fitted-
track at that point. An example of the results of these calculations is shown in Figure 9, showing

the time fluctuations along a spatially linear path.

15
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Figure 9: Time fluctuations along the towpath for run 11 as calculated from the
arrival time structure illustrated in Figure 8.
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The changes in the sound speed required to produce the calculated fluctuations will now be
determined to see whether the changes in temperature, salinity, and currents, (hence, sound
speed) can reasonably be of such magnitude that the observed time fluctuations are found. Sound
speed in the ocean is a function of temperature, salinity, and depth and is given by:

c=1449+4.6T - 0.55T* +0.003T> +(1.39 - 0.0127)(S — 35) + 0.017z 6y
where c is the sound speed in meters/second, T is the temperature in degrees Celsius, S is the sa-
linity in parts per thousand, and z is the depth in meters. Eq. (1) indicates that sound speed is
much less sensitive to changes in salinity and depth than to changes in temperature, so salinity
and depth will be ignored in our first-order approximation.

It can be shown to first-order that the ratio of the time fluctuations to the arrival time is pro-

portional to the corresponding change in sound speed to a reference sound speed. That is, if

c= ? where c is the sound speed, D is the path length, and ¢ is the travel time, then

At Ac ()
t c

The reference speed c,used in all calculations which follow is 1490 m/s, and is representative of
the average sound speed in the experimental area as found from measured sound speed profiles.

This corresponds to a temperature 7, of about 10°C.
Once Ac is found, the associated change in temperature AT may be calculated using Eq. (1).
For temperatures near T, the second and third order terms in T are quite small (5.5 m/s and

3 m/s, respectively), hence these terms may be neglected in determining AT. The value of AT is

calculated as (see Figure 10 below)

At
AT=T—T < (C0+AC)—1449_C0 —1449 _ c°(1+_t—)_1449_c0—1449. 3)
0 4.6 4.6 4.6 4.6

Yoerger, et al Page 14




At (usec)

Ac (m/s)

AT (°C)

20 T T T T T T
0r .’llf'dv\f'\N‘/L‘wANWHHW»I\M-WM.-"\/‘.rw—-'v'v-v-‘li'\"‘v‘v\fu“-ﬂf A

0
5
1

(a)

/

-2?60 180 200 220 240 260 280 300 320

(c)

(b)
- \J’MW.‘ fw/wmﬁ,\ﬂ L__AW\;\W‘MMMV\AJ\M&»\An/uwfmwm
60 1§6 2(I)0 2210 24‘10 2(1)0 2é0 3(l)0 320

- V\p,ﬂ.(‘gv\ J\-pﬁ.vv.,-’w} l——_wj\«ﬂuﬁnu'\,-y%—-s}‘k/x‘fm\hﬁ.A,'y—J},—.ﬂM,MJ\:

Ping Number

60 T80 200 20 40 20 0 300 320

Figure 10: From the time of flight fluctuations [plot (a), see Figure 9] and the total
transit time [see Figure 8], Ac is determined by Eq. (2) [plot (b)]. Tem-
perature fluctuations are obtained from Eq. (3) [plot (c)]. The data is
from run 11, channel 1, tower A.

Finally, the time fluctuations are converted to phase variations that are shown in Figure 11.

How one might interpret these phase variations in terms of SAS system performance will be dis-

cussed in the next section.
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Figure 11: Calculated phase fluctuations for run 11, channel 1,‘ tower A. The stan-
dard deviation of the fluctuations is 51.50° and the mean value is
-2.017°.
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V.  Array Performance Theory

As discussed at the beginning of Section IV, one can model a synthetic aperture array as a
linear, spatial array to gain insight into SAS performance in the presence of these signal phase
variations. Since this experiment used one-way signal propagation, the measured phase errors are
doubled to reflect comparable SAS operations, which use two-way propagation.

The following theory for linear arrays follows Shifrin>. Consider a linear array of length L
lying along the z-axis between z=—L/2 and z =+ L/2 so that the phase of the signal at the re-

ceiver at point z is ¢(z). If ¢(z) is a zero-mean random variable with standard deviation o{z), then

the correlation coefficient can be written

_{9(29(2)
B Do)

A correlation length p may then be defined by assuming r(z,z, ) has the form of a Gaussian
2
r(z,2,) =exp ——(# 5
P

The relative coordinates x =2z/L and the correlation length in relative units d =2p/L may
also be defined. Shifrin gives the mean power of the beam pattern I for a linear array as a func-

tion of o7z):

<|1(,l,)|2>= - [(M]Z +%i%—l(dm,w)} )

!// m=1
. . 7L . . .
wherey is the generalized angle v = —l—sm 0, Ois the angle measured normal to the array, A is

the signal wavelength,

(x-x) +iy (x-x;)

+1 o+1 2
I(dm’W)zL € “ dxdx,;,
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and 4, = % Without phase errors, the average power of the beam pattern is represented by the
m

first term in Eq. (4). The remaining terms yield the changes to the beam pattern caused by the
phase errors.
Consider some examples. In all cases, the array length L will be 200 m, and the sample points

will be spaced 2 m apart, that is, the SAS is pinged 100 times at 2 m intervals.

0 — I ! 1 1 I I 1 1
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Figure 12: The effect of correlation length p on beam pattern power. In all cases,
the standard deviation o of the phase was 1°. The power was plotted in
dB relative to the maximum value at p = 0.

The effect of varying the correlation length p while keeping the standard deviation of the

phase error at a constant 1.0° is shown in Figure 12. The mean power of the beam pattern for
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p =1, 10, 50, and 100 m (relative correlation lengths d of 0.01, 0.1, 0.5, and 1..0, respectively)
are plotted as a function of angle. The maximum angle plotted corresponds to y = 4. Note that
despite a change in correlation length of two orders of magnitude, the beam pattern appears

nearly unchanged. .
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Figure 13: The effect of phase error standard deviation ¢ on beam pattern power.
In all cases, the correlation length p of the phase was 20 m (0.2 in rela-
tive units). The power was plotted in dB relative to the maximum value
ato=0.

The effect of varying the standard deviation of the phase error is shown in Figure 13, keeping

the correlation length p at a constant 20 m (0.2 in relative units). Here, significant beam pattern
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degradation can be seen. There are some effects for o = 10°, much more significant degradation

of the beam pattern at ¢ = 50°, and near loss of the beam pattern at o = 100°.
VL. Results

This section expands the analysis in Sections IV and V to include all of the experimental data
chosen for analysis. Data are given for run 10 (channel 1, tower A), run 11 (channels 1 and 2,
towers A and B) and run 13 (channel 1, tower A). These runs were chosen because most of the
collected data from them was usable in the analysis, i.e. the correlation coefficient between the
envelope functions of the transmitted and r.eceived waveforms was greater than 0.7 for the vast
majority of the acoustic data in the run. In Section VLA, plots similar to Figure 8 showing arrival
time as a function of ping number will be given for each run. Section VL.B contains plots show-
ing the variations in flight time, sound speed, and temperature for each run (see Figure 10). Plots
like Figure 11 of the phase vﬁriations for each run are given in Section VI.C. And finally, in
Section VI.D the simulated beam patterns of actual and ideal results for each run are given for
comparison.

For the sake of brevity, runs will be denoted as run.channel-tower. For example, run 10,

channel 1, tower A will be written run 10.1-A.
A. Acoustic Time of Flight

The acoustic flight times, plotted in Figures 14-19 below, were calculated using the tech-
nique described at the beginning of Section IV (see Figure 8). All the data have the expected
rough parabolic shape, corresponding to a roughly linear spatial track. As in Figure 8, each point
on the plots corresponds to a time of flight calculation. Data for which the correlation coefficient

between the envelope functions of the transmitted and received waveforms were greater than 0.7
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are excluded from the plots. Figure 14 is identical to Figure 8 and is included only for convenient
comparison of the data.
It is difficult to examine these plots and discriminate between large and small phase errors.

The plots in the next subsection will make this process easier.
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Figure 14: Acoustic time of flight for run 10.1-A.
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Figure 15: Acoustic time of flight for run 11.1-A.
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Figure 16: Acoustic time of flight for run 11.1-B.
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Figure 17: Acoustic time of flight for run 11.2-A.
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B. Flight Time, Sound Speed, and Temperature Variations

The variations in acoustic flight time, sound speed, and water temperature, calculated using
the technique described in Section IV (see Figure 10), are plotted in Figures 20-25 below. In
each figure, plot (a) shows the absolute time of flight fluctuations in psec, plot (b) shows the cal-
culated sound speed fluctuations in m/s, and plot (d) shows the calculated temperature fluctua-
tions in Celsius degrees.

Note that the largest temperature fluctuations (on the order of tenths of a Celsius degree) are
found in runs 10.1-A (Figure 20), 11.1-B (Figure 22) and 11.2-B (Figure 24). Smaller fluctua-
tions (on the order of hundredths of a Celsius degree) are found in the remaining plots (Fig-
ures 21, 23, and 25). These temperature fluctuations of course correspond to phase variations, as

will be seen in the next subsection.

Yoerger, et al Page 24




~~

8 50 1] L] ¥ i ¥ L L]

0

X or MN\—MMW\WM\I\PA\’Y\MVMAMW
L -.50 1 I I 3 1 I 1

< 160 180 200 220 240 260 280 300 320
- ()

Q L} t 1 1 L} ¥ L}

§, oF NWM»W\/VV\MMWWMM\{W\W
Q - 1 1 1 1 1 L 1

< 160 180 200 220 240 260 280 300 320
s ©

OU 0- T ] T T ] 1] L]

et O-M’V‘-\MN‘*fWVV‘V"‘W“‘W"’““‘ ARSI

H _0 1 L L 1 1 - 1

< '?60 180 200 220 240 260 280 300 320

Ping Number

Figure 20: Flight time, sound speed and temperature fluctuations for run 10.1-A.
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Figure 21: Flight time, sound speed and temperature fluctuations for run 11.1-A.
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Figure 22: Flight time, sound speed and temperature fluctuations for run 11.1-B.
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Figure 23: Flight time, sound speed and temperature fluctuations for run 11.2-A.
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Figure 24: Flight time, sound speed and temperature fluctuations for run 11.2-B.
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Figure 25: Flight time, sound speed and temperature fluctuations for run 13.1-A.
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C. Phase Variations
The variations in signal phase, calculated from the time fluctuations in plot (a) from Fig-
ures 20-25 above (see Figure 11), are plotted in Figures 26-31 below. The mean and standard

deviation of the phase variations are given in Table II below.

Run Mean Standard Deviation

10.1-A -0.1661° 109.2°
11.1-A -2.017° 51.58°
11.1-B 5.147° 300.7°
11.2-A -0.1553° 67.69°
11.2-B -2.409° 193.0°
13.1-A 2.669° 57.17°

Table II: Phase fluctuation statistics for the analyzed runs.
As expected from the discussion in the previous subsection, the largest phase fluctuations oc-

cur in runs 10.1-A, 11.1-B, and 11.2-B. These fluctuations will be shown in the next subsections

to have severe implications on SAS performance.
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Figure 26: Phase fluctuations for run 10.1-A.
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Figure 27: Phase fluctuations for run 11.1-A.
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Figure 28: Phase fluctuations for run 11.1-B.
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Figure 31: Phase fluctuations for run 13.1-A.
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D. SAS Beam Pattern Simulations

The simulated beam patterns, calculated according to the theory in Section V, are plotted in
Figures 32-37 below. The patterns are plotted in dB relative to the maximum response for the
ideal case. The correlation and array lengths used are given in Table III; the standard deviations
used are identical to those in Table II.

Note that the three cases with the least phase variability (Figures 33, 35, and 37) show de-
graded but recognizable beam patters. However, the three cases with the greatest phase variabil-
ity (Figures 32, 34, and 36) show nearly omnidirectional patterns, indicating a complete loss of
SAS performance. One must therefore conclude that there are some conditions where environ-
mental variability will significantly hinder SAS performance, at least to the extent that SAS per-

formance is modeled here.

Run | Correlation Length (m) | Array Length(m)
10.1-A 2.499 145.0
11.1-A 1.841 183.8
11.1-B 0.9813 100.0
11.2-A 2.115 157.3
11.2-B 1.240 199.0
13.1-A 2.733 285.4

Table III: Correlation and array lengths for simulated arrays.
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Figure 33: Simulated beam pattern for run 11.1-A.
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Figure 34: Simulated beam pattern for run 11.1-B.
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Figure 35: Simulated beam pattern for run 11.2-A.
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Figure 36: Simulated beam pattern for run 11.2-B.
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Figure 37: Simulated beam pattern for run 13.1-A.
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VIl. Conclusions

This paper reports on an experiment which measured acoustic signal phase fluctuations, and
determines the effects that this propagation through the random ocean media might have on SAS
performance. The experiment showed conditions where large-scale phase errors could signifi-
cantly disrupt SAS performance, as well as conditions where performance degradation was less
significant.

Of course, there is significant further research to be done. The current experiment did not in-
volve configuring the receivers’ beam patterns and the experimental geometry in order to
achieve the maximum signal-to-noise ratios, so that the range of usable data was limited. While
the experiment was designed with highly accurate timing instrumentation necessary to yield the
precision to resolve the acoustic phase changes, there were no comparably accurate measure-
ments made for positional referenée points of the source and tow-body. This additional informa-
tion would have made calibration of the tow-body track more accurate than the method used in
Section IV. Further, no attempt was made at simulating autofocussing or other such filtering
which may sometimes improve performance under these sorts of adverse conditions. These diffi-
culties could be overcome in appropriate follow-on experiments.

In addition to the results reported here, it was originally hoped that the effect of internal
waves, which can cause large changes in acoustic signal phase, would be evident in this data.
However, in order to observe such phase changes, the synthetic aperture of an SAS system
would have to transit the boundary of such a wave. To increase the occurrence of such an event,
the dimensions of the synthetic aperture should be comparable to the dimensions of an internal
wave. However, the experimental tracks were considerably smaller than such dimensions making

the detection of an internal wave event very small.
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Appendix A

Acoustic Data Runs

The purpose of this appendix is to condense the acoustic data from this experiment in such a
fashion as to give the reader a very quick and qualitative understanding of the quality and
amount of data collected. Each of the following pages contains six plots per page. For all plots,
the abscissa is the ping number during a run. If the axis is labeled, “Amp” , the ordinate repre-
sents the maximum acoustic amplitude for each ping (time series). If the axis is labeled “Samp”
the ordinate 1s the number of samples after the start of the received data record when the maxi-
mum amplitude occurs. The top 2 plots on each page represent the entire data set (all pings for a
given run and a specified channel). The next 4 plots represent blow-ups of specific times (pings)
along the track, usually for 2 different sections of the track corresponding to the pings closest to

each transmitter.
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Run 6: Channel 2
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Run 10: Channel 1

1000 T T T T T | E— T T T
% 5001 -
< 0 ; 7 ' : o —*‘1r ! A
0 100 290 390 490 5([)0 690 790 890 990 1000
Q
g 10000 A\ .
n 0 1 ] ! 1 !
0 100 200 300 400 500 600 700 800 900 1000

1 000 j \WA v\/
g 500 MV_/\A/\/\/\N \/\r’\/\/\’\\/\—\/\/\‘—
! 1

0
150

200 250 300
o T T
£ 10000 7
(3]
(/)] L‘—N_AﬂW " )
Y l 2 30
100 50 290 ?O 0
g. i -
= 500 ‘/\_’T/_\/\»
0
600 650 790 750
Q.
g 10000 h j N 7
/5]
0 1 {
600 650 700 750

Ping Number



Run 10: Channel 2
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Run 11: Channel 2
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Run 13: Channel 1
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Run 13: Channel 2
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Run 14: Channel 1
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Run 14: Channel 2

2000 ) I i i i ] I 1 ]
Q. B ]
g 1000F M/ﬂ'/\'—'m _//\/—\/'\ |
o ] t ) ) 1
0 100 200 300 400 500 600 700 800 900 1000
o
£ 10000 M =
(d)]
O 1 ] 1 1 1 1 i
0 100 200 300 400 500 600 700 800 900 1000
o 2000} -
£ 1000 .
O 1 i i 1 —T T
100 110 120 130 140 150 160 170 180 190 200
Q.
E 10000 .
wn
0 i 1 1 — | 1 1 1 1
100 110 120 130 140 150 160 170 180 190 200
o 2000 ]
£ 1000 .
0 —1 | 1 | i 1 1
400 410 420 430 440 450 460 470 480 490 500
a T | 1 |
E 10000 -
n
0 1 1 1 ] 1 1 L 1 ]
400 410 420 430 440 450 460 470 480 490 500

Ping Number




Samp

Samp

Samp

Run 15: Channel 1
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Run 15: Channel 2
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Run 16: Channel 1
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Run 16: Channel 2
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Run 17: Channel 1
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Run 17: Channel 2
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